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  Script to run cycling DA using JEDI in cube sphere space, and offline Noah-MP model in vector space.

Clara Draper, Nov, 2021.

History
Apr, 2022. Draper:  Moved to PSL repo, restructuring and renaming of repos.



COMPILING and TESTING.

1. Fetch sub-modules.
>git submodule update –init –recursive


	Compile sub-modules.




2a.
> cd vector2tile


then follow instructions in README.




> cd ..

2b.
> cd ufs-land-driver

> git submodule update –init (if did not use –recursive flag above)

> configure


select hera, load indicated modules




> make

2c.
> cd DA_update
> build_all.sh


	Run the test.





in settings_cycle_test check WORKDIR and OUTDIR are OK
create OUTDIR
in submit_cycle.sh change #SBATCH –account=gsienkf to point to your own account.




> do_submit_test.sh

Once completed:

> check_test.sh

RUNNING YOUR OWN EXPERIMENTS


	Prepare a settings file, using settings_template. Must fill in all variables, unless otherwise commented.


	Set start and end dates in analdates.sh


	Make sure there is a restart in your ICSDIR.




restart filename example:ufs_land_restart.2015-09-02_18-00-00.nc
ICSDIR points to the experiment directory with the restart. If creating a new dircetory, the structure is:
$ICSDIR/output/mem000/restarts/vector/ufs_land_restart.2015-09-02_18-00-00.nc


	in submit_cycle.sh change #SBATCH –account=gsienkf to point to your own account.


	Submit your job




>do_submit_cycle.sh your-settings-filename



build steps with cmake: jedi stack works ok on orion but need to follow up jedi stack on hera.


	git clone -b feature/bundle-cmake https://github.com/jkbk2004/land-offline_workflow-1


	cd land-offline_workflow-1/


	git submodule update –init –recursive


	mkdir build


	source configures/machine.orion.intel


	cd build/


	ecbuild ..


	make -j 1






            

          

      

      

    

  

    
      
          
            
  
	Provide details under all headings below.


	Assign the issue to the relevant people (Clara and Mike should be included on most issues).




## Describe the issue.

Describe the problem and why it matters.

If there is a proposed solution, descibe it below as individual steps

## Test output

Will addressing this issue change the DA_IMS_test output? If not, what are the expected changes?



            

          

      

      

    

  

    
      
          
            
  PR Instructions:
1. Provide details under all headings below.
2. Assign Clara and one other person as reviewers.
3. If the PR is not ready for merging, add the “DRAFT/DO NOT MERGE” label.
4. When a PR is ready to merge, remove the “DRAFT/DO NOT MERGE” and email Clara.
5. Before requesting that the PR be merged, complete the checklist below.

Notes on preparing PR, using git can be found in README_git

## Describe your changes
Summarise all code changes included in PR:

List any associated PRs  in the submodules.

## Issue ticket number and link
List the git Issue that this PR addresses:

## Test output
Is this PR expected to pass the DA_IMS_test (ie., does it change the output)?

Does it pass the DA_IMS_test?

If changes to the test results are expected, what are these changes? Provide a link to the output directory when running the test:

## Checklist before requesting a review
- [ ] My branch being merged is up to date with the latest develop.
- [ ] I have performed a self-review of my code by examining the differences that will be merged.
- [ ] I have not made any unnecessary code changes / changed any default behavior.
- [ ] My code passes the DA_IMS_test, or differences can be explained.



            

          

      

      

    

  

    
      
          
            
  # land-DA_update
Scripts to perfrom the snow DA, to assimilate GHCN station snow depth and IMS snow cover obs, using the JEDI LETKF.
For the noahMP land surface model.

To install:


	OPTIONAL: Install JEDI fv3-bundle and IODA converters (only if will modifying, otherwise use the default installation).




Note: For tests to pass, must be same version as Clara has on hera.


	Create links to JEDI files:




>cd jedi/fv3-jedi/Data
>make_links.sh [ path-to-jedi-fv3-bundle-build ]
>cd ../../ioda
>make_links.sh [ path-to-jedi-ioda-bundle-src ]
>cd ../../../


	Fetch submodules




>git submodule update –init


	compile directories




>cd add_jedi_incr
>build.sh
>cd ..
>cd IMS_proc/
>build.sh
>cd ..

To run:

1. Edit settings file, edit submit_landDA.sh (your account details, your settings file)
>sbatch submit_landDA.sh



            

          

      

      

    

  

    
      
          
            
  PR Instructions:
1. Provide details under all headings below.
2. Assign Clara and one other person as reviewers.
3. If the PR is not ready for merging, add the “DRAFT/DO NOT MERGE” label.
4. When a PR is ready to merge, remove the “DRAFT/DO NOT MERGE” and email Clara.
5. Before requesting that the PR be merged, complete the checklist below.

Notes on preparing PR, using git can be found in README_git

## Describe your changes
Summarise all code changes included in PR:

List any associated PRs  in the submodules.

## Issue ticket number and link
List the git Issue that this PR addresses:

## Test output
Is this PR expected to pass the DA_IMS_test (ie., does it change the output)?

Does it pass the DA_IMS_test?

If changes to the test results are expected, what are these changes? Provide a link to the output directory when running the test:

## Checklist before requesting a review
- [ ] My branch being merged is up to date with the latest develop.
- [ ] I have performed a self-review of my code by examining the differences that will be merged.
- [ ] I have not made any unnecessary code changes / changed any default behavior.
- [ ] My code passes the DA_IMS_test, or differences can be explained.



            

          

      

      

    

  

    
      
          
            
  Code for processing IMS input ascii files on the UFS model grid.


	Inputs: IMS ascii file, IMS index file (generated offline).
	IMS index file is  model resolution specific.





Output: file with i) IMS-derived snow cover fraction over land on UFS model grid, and ii) snow depth derived form the IMS snow cover fraction, using an inversion of the noah model snow depletion curve.

To compile:
./build.sh

Test case on hera: /scratch2/BMC/gsienkf/Clara.Draper/DA_test_cases/snow/fIMS

Clara Draper, Tseganeh Gichamo, with input from Youlong Xia. June, 2021.



            

          

      

      

    

  

    
      
          
            
  PR Instructions:
1. Provide details under all headings below.
2. Assign Clara and one other person as reviewers.
4. If the PR is not ready for merging, add the “DRAFT/DO NOT MERGE” label.
5. When a PR is ready to merge, remove the “DRAFT/DO NOT MERGE” and email Clara.
6. Before requesting that the PR be merged, complete the checklist below.

Notes on preparing PR, using git can be found in README_git

## Describe your changes
Summarise all code changes included in PR:

List any associated PRs  in the submodules.

## Issue ticket number and link
List the git Issue that this PR addresses:

## Test output
Is this PR expected to pass the DA_IMS_test (ie., does it change the output)?

Does it pass the DA_IMS_test?

If changes to the test results are expected, what are these changes? Provide a link to the output directory when running the test:

## Checklist before requesting a review
- [ ] My branch being merged is up to date with the latest develop.
- [ ] I have performed a self-review of my code by examining the differences that will be merged.
- [ ] I have not made any unnecessary code changes / changed any default behavior.
- [ ] My code passes the DA_IMS_test, or differences can be explained.



            

          

      

      

    

  

    
      
          
            
  Test case for processing the IMS observations onto UFS model grid.

To run,

>submit_job.sh (can run from login node)

output: IMSfSCA.20191215.C48.nc

output should match files in  ./output/

Clara Draper.
Sep 8, 2021



            

          

      

      

    

  

    
      
          
            
  Code to add DA increment generated by JEDI to UFS sfc_data restart.

Currently, only option is to add snow depth increment to the Noah-MP land surface model.
Above based on disaggregation code written by Mike Barlage.

Clara Draper, Nov. 2021.



            

          

      

      

    

  

    
      
          
            
  Code to add DA increment generated by JEDI to UFS sfc_data restart.

Currently, only option is to add snow depth increment to the Noah-MP land surface model.
Above based on disaggregation code written by Mike Barlage.

Clara Draper, Nov. 2021.



            

          

      

      

    

  

    
      
          
            
  # ufs-land-driver: a simple land driver for the UFS land models


	Clone the ufs-land-driver repository:




git clone –recurse-submodules https://github.com/barlage/ufs-land-driver.git


	Make sure your computer has a Fortran compiler and NetCDF software installed.


	Navigate to driver




cd ufs-land-driver


	Create a user_build_config file




./configure


	Edit the user_build_config file to setup compiler, and library paths (to be consistent with your environment if not done by default).


	_Optional_ If you’d like to use a different ccpp-physics directory from the one automatically downloaded with the clone, set the PHYSDIR in user_build_config to point to the top of the ccpp-physics directory (path relative to the mod directory.


	Compile the code




make

All the modules from ccpp-physics should be compiled in the mod directory, and all the drivers in the driver directory, and the executable is in the run directory.

For versions older than 2021-12-06 (commit b3048d3a5), see wiki for instructions



            

          

      

      

    

  

    
      
          
            
  # CCPP Physics

The Common Community Physics Package (CCPP) is designed to facilitate the implementation of physics innovations in state-of-the-art atmospheric models, the use of various models to develop physics, and the acceleration of transition of physics innovations to operational NOAA models.

Please see more information about the CCPP at the locations below.


	[CCPP website hosted by the Developmental Testbed Center (DTC)](https://dtcenter.org/ccpp)


	[CCPP public release information](https://dtcenter.org/community-code/common-community-physics-package-ccpp/download)


	[CCPP Technical Documentation](https://ccpp-techdoc.readthedocs.io/en/latest)


	[CCPP Scientific Documentation](https://dtcenter.ucar.edu/GMTB/v5.0.0/sci_doc)


	[CCPP Physics GitHub wiki](https://github.com/NCAR/ccpp-physics/wiki)


	[CCPP Framework GitHub wiki](https://github.com/NCAR/ccpp-framework/wiki)




For the use of CCPP with its Single Column Model, see the [Single Column Model User’s Guide](http://dtcenter.org/sites/default/files/paragraph/scm-ccpp-guide-v5.0.0.pdf).

For the use of CCPP with NOAA’s Unified Forecast System (UFS), see the [UFS Medium-Range Application User’s Guide](https://ufs-mrweather-app.readthedocs.io/en/latest), the [UFS Short-Range Application User’s Guide](https://ufs-srweather-app.readthedocs.io/en/latest) and the [UFS Weather Model User’s Guide](https://ufs-weather-model.readthedocs.io/en/latest).

Questions can be directed to the [CCPP User Support Forum](https://dtcenter.org/forum/ccpp-user-support) or posted in the [CCPP Physics GitHub discussions](https://github.com/NCAR/ccpp-physics/discussions) or [CCPP Framework GitHub discussions](https://github.com/NCAR/ccpp-framework/discussions). When using the CCPP with NOAA’s UFS, questions can be posted in the [UFS Weather Model](https://forums.ufscommunity.org/forum/ufs-weather-model) section of the [UFS Forum](https://forums.ufscommunity.org).

## Corresponding CCPP Standard Names dictionary

This revision of the CCPP physics library is compliant with [version 0.1.1 of the CCPP Standard Names dictionary](https://github.com/ESCOMP/CCPPStandardNames/releases/tag/v0.1.1).

## Licensing

The Apache license will be in effect unless superseded by an existing license in specific files.

### Last updated by Dom Heinzeller, 11/04/2021



            

          

      

      

    

  

    
      
          
            
  —
name: Bug report
about: Create a report to help us improve
title: ‘’
labels: bug
assignees: ‘’

—

# Description

Provide a clear and concise description of the bug and what behavior you are expecting.

## Steps to Reproduce

Please provide detailed steps for reproducing the issue.


	step 1


	step 2


	see the bug…




## Additional Context

Please provide any relevant information about your setup. This is important in case the issue is not reproducible except for under certain conditions.


	Machine


	Compiler


	Suite Definition File or Scheme


	Reference other issues or PRs in other repositories that this is related to, and how they are related.




## Output

Please include any relevant log files, screenshots or other output here.



            

          

      

      

    

  

    
      
          
            
  —
name: Feature request
about: Suggest an idea for this project
title: ‘’
labels: enhancement
assignees: ‘’

—

## Description
Provide a clear and concise description of the problem to be solved.

## Solution
Add a clear and concise description of the proposed solution.

## Alternatives (optional)
If applicable, add a description of any alternative solutions or features you’ve considered.

## Related to (optional)
Directly reference any issues or PRs in this or other repositories that this is related to, and describe how they are related.



            

          

      

      

    

  

    
      
          
            
  ## Description of Changes:
One or more paragraphs describing the problem, solution, and required changes.

## Tests Conducted:
Explicitly state what tests were run on these changes, or if any are still pending (for README or other text-only changes, just put “None required”. Make note of the compilers used, the platform/machine, and other relevant details as necessary. For more complicated changes, or those resulting in scientific changes, please be explicit!
OR Add any links to tests conducted. For example, “See ufs-community/ufs-weather-model/pull/<pr_number>”

## Dependencies:
Add any links to parent PRs (e.g. SCM and/or UFS PRs) or submodules (e.g. rte-rrtmgp). For example:
- NCAR/ccpp-framework/pull/<pr_number>
- NOAA-EMC/fv3atm/pull/<pr_number>
- ufs-community/ufs-weather-model/pull/<pr_number>

## Documentation:
Does this PR add new capabilities that need to be documented or require modifications to the existing documentation?  If so, brief supporting material can be provided here. Contact the CODEOWNERS if your PR requires extensive updates to the documentation.  See https://github.com/NCAR/ccpp-doc for Technical Documentation or https://dtcenter.org/community-code/common-community-physics-package-ccpp/documentation for the latest Scientific Documentation.

## Issue (optional):
If this PR is resolving or referencing one or more issues, in this repository or elewhere, list them here. For example, “Fixes issue mentioned in #123” or “Related to bug in https://github.com/NCAR/other_repository/pull/63”

## Contributors (optional):
If others have contributed to this work aside from the PR author, list them here



            

          

      

      

    

  

    
      
          
            
  # Compiler flag Examples

Before using the Makefiles supplied with the RTE+RRTMGP repository, the environment variables FC and
FCFLAGS, identifying the Fortran compiler and flags passed to it, need to be set. Here are some examples
used during development and testing.

To build any of the executables in examples/ or tests the locations of the C and Fortran netCDF libraries
need to be set via environment variables NCHOME and NFHOME, and the variable RRTMGP_ROOT must be set to the
root of the RTE+RRTMGP installation.

## Gnu Fortran
FC: gfortran-8 or gfortran-9 or gfortran-10
### Debugging flags
FCFLAGS: “-ffree-line-length-none -m64 -std=f2008 -march=native -fbounds-check -finit-real=nan -DUSE_CBOOL”
### Even stricter debugging flags
FCFLAGS: “-ffree-line-length-none -m64 -std=f2008 -march=native -fbounds-check -fbacktrace -finit-real=nan -DUSE_CBOOL -pedantic -g -Wall”

## Intel Fortran
FC: ifort
### Debugging flags
FCFLAGS: “-m64 -g -traceback -heap-arrays -assume realloc_lhs -extend-source 132 -check bounds,uninit,pointers,stack -stand f08”
### Optimization flags:
FCFLAGS:”-m64 -O3 -g -traceback -heap-arrays -assume realloc_lhs -extend-source 132”

## PGI Fortran
FC: pgfortran or FC: nvfortran (if using the Nvidia HPC SDK)
### Debugging flags
FCFLAGS: “-g -Minfo -Mbounds -Mchkptr -Mstandard -Kieee -Mchkstk -Mallocatable=03  -Mpreprocess”
### Optimization flags:
FCFLAGS: “-g -O3 -fast -Minfo -Mallocatable=03 -Mpreprocess”



            

          

      

      

    

  

    
      
          
            
  ### Contributing to RTE+RRTMGP

Thanks for considering making a contribution to RTE+RRTMGP.

The code in this repository is intended to work with compilers supporting the Fortran 2008 standard. It is also expected to run end-to-end on GPUs when compiled with OpenACC. Commits are tested with [Travis](https://travis-ci.com) against gfortran versions 8 and 9 and against various versions > 19.9 of the PGI compiler using resources provided by the [Swiss Supercomputing Center](https://cscs.ch). The testing uses two general codes in `examples/`for which results are compared against existing implemetations,  and custom codes in tests/ intended to excercise all code options.

##### Did you find a bug?

Please file an issue on the [Github page](https://github.com/RobertPincus/rte-rrtmgp/issues).

##### Did you write a patch that fixes a bug?

Please fork this repository, branch from develop, make your changes, and open a Github [pull request](https://github.com/RobertPincus/rte-rrtmgp/pulls) against branch develop.

##### Did you add functionality?

Please fork this repository, branch from develop, make your changes, and open a Github [pull request](https://github.com/RobertPincus/rte-rrtmgp/pulls) against branch develop,  adding a new regression test or comparison against the reference in tests/verification.py or tests/validation-plots.py as appropriate.

RTE+RRTMGP is intended to be a core that users can extend with custom code to suit their own needs.



            

          

      

      

    

  

    
      
          
            
  # RTE+RRTMGP

This is the repository for RTE+RRTMGP, a set of codes for computing radiative fluxes in planetary atmospheres. RTE+RRTMGP is described in a [paper](https://doi.org/10.1029/2019MS001621) in [Journal of Advances in Modeling Earth Systems](http://james.agu.org).

RRTMGP uses a k-distribution to provide an optical description (absorption and possibly Rayleigh optical depth) of the gaseous atmosphere, along with the relevant source functions, on a pre-determined spectral grid given temperatures, pressures, and gas concentration. The k-distribution currently distributed with this package is applicable to the Earth’s atmosphere under present-day, pre-industrial, and 4xCO2 conditions.

RTE computes fluxes given spectrally-resolved optical descriptions and source functions. The fluxes are normally summarized or reduced via a user extensible class.

Example programs and documentation are evolving - please see examples/ in the repo and Wiki on the project’s Github page. Suggestions are welcome. Meanwhile for questions please contact Robert Pincus and Eli Mlawer at rrtmgp@aer.com.

## Recent changes


	The default method for solution for longwave problems that include scattering has been changed from 2-stream methods to a re-scaled and refined no-scattering calculation following [Tang et al. 2018](https://doi.org/10.1175/JAS-D-18-0014.1).


	In RRTMGP gas optics, the spectrally-resolved solar source function in can be adjusted by specifying the total solar irradiance (gas_optics%set_tsi(tsi)) and/or the facular and sunspot indicies (gas_optics%set_solar_variability(mg_index, sb_index, tsi))from the [NRLSSI2 model of solar variability](http://doi.org/10.1175/BAMS-D-14-00265.1).


	rte_lw() now includes optional arguments for computing the Jacobian (derivative) of broadband flux with respect to changes in surface temperature. In calculations neglecting scattering only the Jacobian of upwelling flux is computed. When using re-scaling to account for scattering the Jacobians of both up- and downwelling flux are computed.


	A new module, mo_rte_config, contains two logical variables that indicate whether arguments to routines are to be checked for correct extents and/or valid values. These variables can be changed via calls to rte_config_checks(). Setting the values to .false. removes the checks. Invalid values may cause incorrect results, crashes, or other mayhem




Relative to commit 69d36c9 to master on Apr 20, 2020, the required arguments to both the longwave and shortwave versions of `ty_gas_optics_rrtmgp%load()`have changed.

## Building the libraries, examples, and unit-testing codes.


	Set environment variables FC (the Fortran 2003 compiler) and FCFLAGS (compiler flags). Examples are provided in the Compiler-flags.md file.


	Set environment variables RRTMGP_ROOT to the top-level RTE+RRTMGP directory and RTE_KERNELS to openacc if you want the OpenACC/OpenMP kernels rather than the default.


	make libs in the top-level directory will make the RTE and RRTMGP libraries.


	The examples and testing codes use netCDF. Set the variables NCHOME and NFHOME to the roots of the C and Fortran netCDF installations, then make tests to build and run these. (A few files need to be downloaded for examples/rfmip-clear-sky. The default is to download these with wget but a Python script is also available.)


	Evaluating the results of the tests requires Python with the xarray package and its dependencies installed. Comparisons can be made with make check in the top level directory.


	make invoked without a target in the top level attempts all three steps.




## Examples

Two examples are provided in examples/, one for clear skies and one including clouds. Directory tests/ contains regression testing (e.g. to ensure that answers are independent of orientation) and unit testing (to be sure all the code paths are tested). See the README file and codes in each directory for further information.



            

          

      

      

    

  

    
      
          
            
  # All-sky example

This example provides a modestly more realistic setting the clear-sky problem done in the parallel rfmip-clear-sky directory in that it does an ‘all-sky’ calculation including both gases and clouds. It may be useful as a tutorial for users integrating RTE+RRTMGP into host models. We are also using it as a regression test for continuous integration and as a testbed for accelerators (currently GPUs using OpenACC).

The example uses the first of the Garand atmosphere used for developing RRTMGP, as described in the [paper](https://doi.org/10.1029/2019MS001621) documenting the code, repeats the column a user-specified number of times, computes the optical properties of an arbitrary cloud in each column, and computes the broadband fluxes. Fractional cloudiness is not considered, and the clouds are extensive but quite boring, with uniform condensate amount and particle size everywhere (though with different values for liquid and ice).

Note that this example is run, and the results checked automatically, when make is invoked in the root directory.



            

          

      

      

    

  

    
      
          
            
  # rfmip-rrtmgp
This directory contains programs and support infrastructure for running
the [RTE+RRTMGP](https://github.com/RobertPincus/rte-rrtmgp) radiation parameterization for the
[RFMIP](https://www.earthsystemcog.org/projects/rfmip/) cases.

Note that this example is run, and the results checked automatically, when make is invoked in the root directory.

A Python script stage_files.py is used to download relevant files from the
[RFMIP web site](https://www.earthsystemcog.org/projects/rfmip/resources/).This script invokes another Python script to create empty output files.

Use Python script run-rfmip-examples.py to run the examples. The script takes
some optional arguments, see run-rfmip-examples.py -h

Python script compare-to-reference.py will compare the results to reference
answers produced on a Mac with Intel 19 Fortran compiler. Differences are normally
within 10<sup>-6</sup> W/m<sup>2</sup>.

The Python scripts require modules netCDF4, numpy, xarray, and dask.
Install with pip requires pip install dask[array] for the latter.



            

          

      

      

    

  

    
      
          
            
  # About spectral data

This directory contains _k_-distributions for use with RRTMGP. Files with names ending in 2018-12-04 use the full spectral resolution of 16 g-points in each band. Files ending with
210809 have half the spectral resolution (and hence take roughly half as much time to execute) but have somewhat larger errors. A more complete description of how the spectral
resolution was reduced and what the error characteristics are is included in a forthcoming manuscript.



            

          

      

      

    

  

    
      
          
            
  Code to map between vector format used by the Noah-MP offline driver, and the tile format used by the UFS atmospheric model. Currently used to prepare input tile files for JEDI. These files include only those fields required by JEDI, rather than the full restart.

Mike Barlage, Clara Draper. Dec 2021.

To compile on hera:

>configure


choose hera

load the modules indicated




>make

To run:

>vector2tile_converter.exe namelist.vector2tile

the namelist defines the conversion direction and the paths of the files

Details:

the vector2tile pathway assumes that the vector file exists in the vector_restart_path directory and overwrites/creates tile files in the output_path

the tile2vector pathway is a little tricky, it assumes the tile files exist in tile_restart_path and overwrites only the snow variables in the vector file in the output_path. If the vector file does not exist in output_path the process will fail.

the overall assumption here is that we will have a full model vector restart file, then convert the vector to tiles for only snow variables, then convert the updated snow variables back to the full vector restart file



            

          

      

      

    

  

    
      
          
            
  PR Instructions:
1. Provide details under all headings below.
2. Assign Clara and one other person as reviewers.
3. If the PR is not ready for merging, add the “DRAFT/DO NOT MERGE” label.
4. When a PR is ready to merge, remove the “DRAFT/DO NOT MERGE” and email Clara.
5. Before requesting that the PR be merged, complete the checklist below.

Notes on preparing PR, using git can be found in README_git

## Describe your changes
Summarise all code changes included in PR:

List any associated PRs  in the submodules.

## Issue ticket number and link
List the git Issue that this PR addresses:

## Test output
Is this PR expected to pass the DA_IMS_test (ie., does it change the output)?

Does it pass the DA_IMS_test?

If changes to the test results are expected, what are these changes? Provide a link to the output directory when running the test:

## Checklist before requesting a review
- [ ] My branch being merged is up to date with the latest develop.
- [ ] I have performed a self-review of my code by examining the differences that will be merged.
- [ ] I have not made any unnecessary code changes / changed any default behavior.
- [ ] My code passes the DA_IMS_test, or differences can be explained.
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